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Abstract. We consider one of the classes of implicit differential systems, systems of ordinary differen-
tial equations that are not resolved with respect to the highest derivative. Such equations are often
found in everyday life in mechanics, physics, economics, biology, etc. The problems of constructing
automatic control systems according to a given smooth program manifold are also come down to such
equations.This is the case when the dimension of the systems of equations under construction is greater
than the dimension of the program manifold. Then systems of algebraic equations with a rectangular
matrix arise. We consider a system with a square matrix, the discriminant of which is zero. The general
problem of constructing systems of differential equations for a given manifold is considered. A necessary
and sufficient condition is drawn up that the manifold is integral to the system of equations. The Yeru-
gin function is linear with respect to the manifold. Then an indirect control system is built, taking into
account that a given manifold is integral to it under certain conditions. In general, the Jacobi matrix is
rectangular. The case is investigated when the matrix is quadratic and has zero roots. The manifold is
assumed to be linear with respect to the desired variable. A degenerate indirect control system is ob-
tained, unresolved with respect to the highest derivative. Equivalence to a certain system is established,
the matrices of which are constant and have a special structure. Lyapunov transformation matrices are
found. It is shown that the considered control systems can be reduced to a central canonical form. A

brief overview is provided.
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1 Introduction

We consider an implicit unsolved system with respect to the derivative
H((t,x(t)&(t) = F(t,z), HeR”>" xe€R", FER tel=(-a, ). (1)

Here a, 8 are finite or infinite numbers. Linear systems of this kind unsolved with respect to
high derivative or algebraic differential systems have wide application in everyday practice.
These systems have substantial applications in the dynamic of a space vehicle, economic
control, robotics, theory of electric chains ets. Here is a brief review of some important
properties of these systems. The existence and uniqueness of solutions of degenerate linear
systems, and reducibility of systems with variable matrices to the systems with constant
matrices were studied by A.M. Samoilenko and V.P. Yacovets [1], V.P. Yacovets [2]. In these
works degenerate systems were reduced to different canonical forms, and solution algorithms
were constructed for linear systems. In work [3], S.A. Mazanic examined the equivalence
problem considering systems to systems with constant and piecewise constant coefficients.
Central canonical form and stability of degenerate control systems were considered in [4].

The problem of constructing systems based on a given program manifold is also a sub-
class for systems of type (1). We investigate the establishment problem of equivalence and
reducibility degenerate indirect automatic control systems.

Consider the problem of constructing, for a given smooth program manifold €(¢), the
following system of differential equations

i=f(tx), (2)

where f,z are n-dimensional vectors, f € R" is continuous in all variables and the existence
conditions of the solution z(t) = 0 are satisfied; and the program manifold €(¢) is defined by
the following equations

Q) =w(t,z) =0, (3)

where an s-dimensional vector w (s < n) is continuous in the single-connected closed domain
including the manifold Q(t), together with its partial derivatives.

Definition 1. The set Q(t) is called an integral manifold of the equation (2), if the condition
w(to, zo) € Q(tg) implies that w(t,z) € Q(t) for all t > to.

Note that the term “program manifold”, used in this paper, is equivalent to the notion of
“integral manifold”.

Composing a necessary and sufficient condition that the program manifold Q(¢) is integral
for the system (2) we obtain

. Ow .
w—a—l-Hx—F(t,az?w), (4)
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0
where F(t,z,0) = 0 is some Erugin vector function [5, 6], H = 8—w is the Jacobian matrix
x
and its rank is equal to rankH = s at all points of Q(t).

Solving equations with respect to & we find

dw
E,telz(—a, B). (5)

HeR*™ zxeR"'\we R, FeR°

H((t,z(t)z(t) = F(t,z,w) —

At s < n many authors have been studying the construction of equations systems on a
given program manifold possessing by the stability properties, optimality, and establishing
quality estimates of transition process index in the vicinity of the manifold. A detailed review
of these investigations is adduced in [7-9]. We consider the problem of finding transformation
matrices for the system (5) allowing us to reduce them to an equivalent system.

2 Transformation of degenerate indirect control systems in the vicinity of pro-
gram manifold.

Together with Equation (2), we consider the indirect control system with feedback of the
following structure [10]:

&= f(t,x) = Bip(o), tel=(-a,f), (6)
E=¢(0), o=Plw-Q¢,

where x € R™ is a state vector of the object, f € R" is a vector-function, satisfying to
conditions of existence of a solution z(t) = 0, and B; € R™", P € R**" are constant
matrices, @ € R"™*" is a constant matrix of rigid feedback, (o) is a function differentiable
with respect to o, satisfies the following conditions

0(0)=0A0<olp(o) <ol Ko Vo #0. (7)

Here K = KT >0, K € R™".
For the manifold €(¢) to be integral also for the system (6)—(7) on the manifold w = 0 it
is necessary to have the condition £ = 0. This condition is satisfied if and only if Q) # 0.
Taking into account that €(¢) is an integral for the system (6)—(7) differentiating program
manifold Q(¢) (3) in time ¢ by virtue of the system (6), we obtain

H((t, :Z( Ni(t) = F(t,z,w) — q(t) — BE, (8)

€: ) O-_PTW_an tEI:(a,ﬁ),
Ow Ow . .
where H = 5 = g B=HB), He R, x € R", w € R®, F' € R®, nonlinearity ¢(o)
x

satisfies also to generalized conditions (7).
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We consider the case where s = n and the matrix H has k null roots. Choosing the
manifold in the following form

w=Ai(t)r +g(t) =0, (9)

where A;(t) € R**® is a given continuous matrix, ¢(¢) is a continuous vector function, we
present the Erugin function in the form of

F(t,z,w) = —As(t)z. (10)

Here — A5 is a Hurwitz matrix, As € R*%.
Thus we obtain the following system:

H(D)i(t) = —A(t)e — q(t) - Be. -
§=¢(0), o=T"z—Plg(t)-Q¢ tel=(xf),
where H(f) = A1(), A1) = ~ A1)~ 220 g0y = P00 1,4y, 17 = PT A ),
In (11) we select the linear part relatively to x:
H(t)x(t) = —A(t)z. (12)

Definition 2. An absolutely continuous function x(t) is called a solution of System (12) if it
makes the identity of this system almost everywhere in the interval ¢t € I.

Definition 3. An absolutely continuous matrix X € R**" is called a fundamental matriz of
System (12) if for all constant vectors ¢ € R" a function x(t) = X (t)c is a solution of system
(12) and for any solution z(t) of System (12) there exists a unique constant vector ¢ such that
z(t) = X(t)c.

We consider a system of a similar type together with the system (12):
Dt)y+G(t)y=0,t eI, (13)

where D and G are absolutely continuous (s x s)-dimensional matrices bounded on the interval
I, for all t € I the determinant of the matrix D is equal to zero and the automatic control
system has the following form

?wyszy—ﬂﬂ—B& (14)

:90(0)7 U:é(t)y_ég(t)_aga tEI:(Oé, B)

Here B € RV, G € R**¥, Q € RY*V are constant matrices, nonlinearity ¢(o) satisfies
conditions of the type (7).
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Definition 4. Systems (12) and (13) are called asymptotical equivalent if there exists a Lya-
punov matrix L such that for any solution y of System (13) and a function z = Ly is a
solution of System (12), and for any solution x of System (12) the function y = L™!x is a
solution of System (13).

Theorem 5. Systems (12) and (13) are equivalent if and only if there exists a Lyapunov
matriz L such that for the fundamental matriz' Y of a solution to System (13) one can find
a fundamental matriz X of a solution to System (12) for which the presentation X = LY s
valid.

Theorem 6. Let H(t) and A(t) are absolute continuous matrices bounded together with their
first derivatives in the interval I, rankH(t) = k for all t € I and for all k,1 < k < s and
there is a sub-matriz Ho(t) € RF** of the matriz H(t) satisfying the following conditions

inf[det(Ho(t)] > 0Vt € I, inf[0" /ON" det(H(H)A + A(t)] >0 Vt e I. (15)

Then for all t € I there exist non-singular matrices T and S such that multiplied by T the
left-hand side and replaced by x = Sz System (12) is reduced to the equivalent system (13)
and the matrices D(t) and G(t) are of the form:

O O
po=|5 &

where O1, Oz, and O3 are (k x k), (k x 1), and (r X k)-dimensional null matrices, corre-
spondingly, E1 and Eo are (k x k) and (r x r)-dimensional unique matrices, Go(t) is a local
summable and bounded (r x r)-dimensional matriz.

E; O

05 Golt) ||’ (16)

e |

Proof. Let the submatrix Ho(t) be in the lower right angle of the matrix H(¢). We
represent the matrix H(t) in the block form.

t)  Hy(t)

t)  Ho(t)

where Hi(t)((k x k), Ha(t)((k x r), and Hs(t)((r
(

continuous in the interval I matrices C1(t)((k
together with their first derivatives

)= | 32

. (1)

k) are matrices. Then there exist absolute
r) and C3(t)((r x k) which are bounded

X

X
Ci(t) = Ha(t)Hy ' (t),  Cs(t) = Hy ' () Hs(1).

Therefore, the matrix H(t) can be represented in the following form:

Ht) :‘ C1(t)Ho(t)Cs(t)  Ci(t)Ho(?) H

Ho(t)C3(t) Ho(t)
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Choosing matrices 7'(t) and S(t) in the form of

E, —Ci(t)
O1 Hy'(t)

Ey O-

—Cs3(t) Eo ||’ (19)

ro-|

. s =|

and multiplying by T the left hand said of System (11) and replacing by x = S(t)z we obtain

D(t)z = —F(t)z — q(t) — D(t) BE,
§=¢(0), o=DT(H)A1)S(t)z—DTg(t) - Q¢ tel=(a, f).

Here D is the same (16) and

(19)

F(t) = T()H(t)S(t) + BS(t). (20)

According to the definition of the matrix C3(t) we conclude that S(¢) is a Lyapunov
matrix and System (19) is asymptotically equivalent to System (12). Consequently, System
(19) is equivalent to System (11).

Now we represent the matrix F'(¢) in the bloc form.

F(t) F(t)

ro=| 26w | e

where I (t)((k x k), Fa(t)((k x r), F3(t)((r x k), Fo(t)((r x r) are matrices and z = (27, 21)7.
Then the system (19) can be written as follows:

Fi(t)z1 + Fa(t)22 = qi(t),
2y = —F3(t)z1 — Fo(t)ze — Hy 'q(t) — Baé, (22)
§=¢(0), o=D"{t)A(t)S(t)z — D g(t) - QE,

From Equation (20) it follows that

F(t) = T(t)BS(t) + G(t), (23)
where
_ . o) O,
G(t)=D@)S1(t)S(t) = : , 24
=05 050 =| % ) 0 24)
and Og(r x ) is the null matrix.
Based on relationships (20), (21) and (23) we derive
det| H(O)A + B(1)|| = detT_1(t)det| DA + F(t) — G|/ detS~(t) =
= detHy(t)det|| DX + F(t) — G| (25)
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Using Laplace decomposition for computing the determinant from (15), (21), and (25) we
obtain

r—1
det| DA+ F(t) — G| = A'detFy(t) + > i(t)A", (26)
=0

where 1); are some functions for i = 0,1,...,r — 1. Therefore, because of (14), (25) and (26)
the following inequality is valid:

inf det || Fy(¢)|| > 0.
tel
Taking into account Expression (22) this inequality implies the equality

21(t) = ~F () Fit)za 2), (27)

a(t) = [B3(t) FT (D) Fa(t) — Fo(t))z2(1). (28)
Assume that Zs(t) is the fundamental matrix for solutions of Equation (28). Then from (27)
and Definition 2 it follows that the matrix

(29)

o5 -1

Zs(t) Zs(t)

is fundamental for System (19).
Now we consider System (13) where D and G are defined by the formula (16) with locally
summable and bounded on the interval I matrix

Go(t) = Fo(t) — F3(t)Fy L (t) Fa(t).

If Y is a fundamental matrix of System (13) then there exists a constant matrix Cy(r x r) for
which the following holds:
e | B E @D ||| 20
Y(t) = L(t)Co = ” O B, ( H : H Z() H - Cy. (30)
From (19), (21), (23), and (28) it follows that F; ' and Fy are absolute continuous matrices
that are bounded together with their derivatives in the interval I. Therefore, the matrix L
is a Lyapunov matrix. According to Theorem 1, System (22) is asymptotically equivalent to
System (11) and, consequently, to System (12).
Now, we note that System (11) may be reduced to the central canonical form. For that,
we introduce the operator L;(t) = —A(t) — H(t)d/dt to System (12).
The following theorem holds.
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Theorem 7 (V.P. Yacobets [2]). Let A(t), H(t) € C*™(«a,f), rankH(t) = k, and H(t)
have the full of Jordan collection with respect to the operator Li(t) in the interval I which
are formed with r cells of degree 11, ..., I, since max;l; = m. Then there exist for allt € T
non-singular s x s-dimensional matrices MG1(t) € C*(a, B) such that multiplying by M (t)
and replacing by x = G1(t)y System (12) is reduced to the following central canonical form

o ol

\ y+ T(0)) (1), (31)

where | =1y + 1., J = diag(J, ..., J, are Jordan cells of degree l;,j =1,...,r).

By Theorem 7 we reduce System (11) to the following system in the central canonical
form

w = =V(t)u— Mi(t)q1 — Mi(t)Bgt)ei(o1),
Ju = —v—M(t)q1 — Mi(t)Bot)p1(o1),
o = Qlu+Pla(t)—Qi&,
oy = Qyu+ P gi(t) — Q&
g = (O{v U2T)T’
= (uT, ’UT)T.

This system may be investigated with respect to the stability and other quality charac-
teristics when Q1(¢) and Q2(t) are bounded external perturbations [11], [12].

Next, we present the results of recent research conducted on various qualitative issues
of program manifold for differential system, which can be extended to degenerate control
systems [13-19].
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YKymaros C.C. BATTAPJTAMAJIBIK KOIIBEITHE MAHAVBIH/IA A3BIHTAH TV-
PA EMEC BACKAPY KYWEJIEPIH TYPJIEHIIPY

AWKBIH eMec auddepeHInalblK, Kydeaepaid 6ip Kiachkl, *KOFapFbl TYBIHIbI OOMBIHIIA
IIemIiiMerer Kol auddepeHuaIabIbIK, TeHaeyaep XKyiieci KapacThipbliaabl. MyHal TeH-
Jeyaep KYyHIETIKTI eMipie mMexaHnka, (pu3nka, SKOHOMUKA, OMOJIorns KoHe T.0. cajajap/ia
xKui kezmecedi. MyHgail TeHgeyaepre OepiireH »KaTblK, OaraapaaMaJibIK, Kerbeine OGONbIHIIA
aBTOMATTHI DacKapy Kyitesepin Kypy ecebi me kearipineai. By KypbLibil 2KaTKaH TeHILY/Iep
JKYiieciHiH eJImeMi baraapaMaliblK KOOeHEeHIH oIeMiHeH YVIKEH OoJIFaH arbl XKaraail. By
apajia TIKTepTOYPBIIITHI MATPUIIAJIbL aaredpaJsiblk TeHIey Iep xKyiieci naiiga boaas. Biz muc-
KPUMUHAHTBI HOJITE TEH KBaJIpaTThl MATPHUIIAJIbI XKYieHl KapacTbipaMbl3. bepiiaren kembeitHe
bofibiamTa auddepeHInal bIbIK TeHIeyIep XKyHeciH KYpPyJbH KaJbl ecebi KapacThIpbLIa-
nel. Kemnbeitnenin Tenaeysep »Kyieci YIIH HHTErPAJIILIK, OOJTYBIHBIH KAYKeTTI YKoHe KeTKIJIiK-
Ti MmapTTaphbl KypbLIajbl. Epyrua QyHKIUSICH KemOeiinere KATBhICTBI ChI3BIKTHI €Till TaHIaIl
asibiHa b, CoHaH COH Oesiriii 6ip ImapTTap OpbIHIAJFaH I8 OepireH KonbeiiHeHIH XKyiie YImiH
MHTErpaJIabIK, 00JATBIHBIH €CKePe OTHIPHII, TYypa eMec bacKapy »Kyiieci Typroi3bLiaabl. 2Kai-
el XKafrmaiga fAxkobu Marpuiachl TIKTOPTOYPBIMITHI OOJBIT TabbLIaabl. bi3me MaTpuUIlaHBIH
KBaJIPaTTBIK OOJIybl XKoHEe HOJIIIK TyOipsepi 60y >Karmailbl KapacTblipbLiaibl. Kembeiine i3-
JeTHI alfHBIMAJIBIFA KATBICTBI CHI3BIKTHI €Till aJIbIHaIbl. 2KOFaprbl TYbIHIBI OONDBIHIIA, IITe-
IIiJIMEreH, a3bIHFaH Typa eMec backapy XKyiieci aJbHabl. MaTpuiachl TYPaKThl YKoHe apHAEI
KYPBUILIMIBI OeJiriyii Oip Kyitere sKBUBaJICHTTI OOIybI TaralblHIAAbL. JISIyHOB TYypJIeH I
Py MaTpHUIAChl TaOBLIILI. KapacThIPBIILII OTbIpFaH OacKapy KYHeciHiH OpTajblK, KAHOHIBIK,
TYpPre KeaTipijie aJaTblHALIFBI KOpceTiiai. KpicKala Moy KacaablHIbL.

Tyitin cesaep: Barmapmamaabik KemmOeiiHe, as3bIHFaH XKyitesep, >KyieHiH 3KBUBaJEHT-
Tijiri, Typa emec backapy XKyitesepi, JIamyHos TypaeHIipyi, KAHOHIBIK TYPJEP.

Kywmaros C.C. IIPEOBPAZBOBAHUA BBIPOXKJIEHHBIX CUCTEM HEITPAMBIX
VIIPABJIEHIIT B OKPECTHOCTU ITPOI'PAMMHOI'O MHOT'OOBPA3S

PaccmaTpuBaeTcst 0/inH U3 KJIACCOB HESIBHBIX UMD MEPEHITUATBHBIX CUCTEM, CUCTEMbI OOBIK-
HOBEHHBIX AuddepeHnuajibHbIX yPaBHEHN, He Pa3PeIeHHbIX OTHOCUTE/IHLHO CTapIneil mpon3-
BojHOU. Takue ypaBHEHUsI YaCTO BCTPEUAIOTCS B MOBCETHEBHOW YKU3HU B MEXaHUKE, (DU3UKE,
9KOHOMUKe, Ouojiorun u T.71. K TakuM ypaBHEHUsIM IPUBOJATCA U 331241 IIOCTPOCHUS CUCTEM
ABTOMATUYECKUX YIPABJICHUHN TI0 338JaHHOMY TJIAJKOMY IPOIPAMMHOMY MHOI000pa3uio. DTO
caydail, Korja pa3sMepHOCTb CTPOSIIUXCS CUCTEM yPaBHEHUM OOJIBITE, YeM Pa3MEpHOCTH IIPO-
rpaMMHOIO MHOTO0Opa3usi. Tor/ia BOZHUKAIOT CUCTEMbI aJIredpanIecKinX YPaBHEHUN C IIPAMO-
yroabuoit Mmarpuiieii. Mbl paccmMaTpruBaeM CHUCTEMY € KBaJIpATHONW MAaTPUIEil, TUCKPUMUHAHT
KOTOPOIT paBeH HyJ0. PaccmaTpruBaercsa ob1mast 3a/1a4a IOCTPOEeHHsI cucTeM auddepeHnumaib-
HBIX ypPaBHEHUI 10 3aJJaHHOMY MHOT000Opas3nto. COoCTaBISIOTCS HEOOXOIUMOE M JJOCTATOTHOE
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YCJIOBUS TOrO, 9TO MHOI000pas3ue siBJIsi€TCs UHTErPAJIBHBIM JJIs CHUCTEMBbI ypaBHeHuii. BbI-
OpanHasi pyHKINA EpyruHa JuHeiiHa OTHOCUTEILHO MHOI00Opa3nsi. 3aTeM CTPOUTCS CUCTEMA
HEIPSAMOIO yIPABJIEHUS C YIeTOM TOI'O, YTO 3aJIAHHOE MHOI0OOPa3Ue SABJISETCSH UHTErPAJIb-
HBIM JIjIsI Hee MPU BBIIOJHEHUN HEKOTOPBIX ycjoBwmit. B obmiem ciaydae marpuia xobu siB-
JIsieTcs TpsaMoOyToJibHOM. Vccemyercss ciaydai, KOrja MaTPHUIA SIBJISETCS KBAJIPATUIHON H
UMeeT HyJeBble KOPHU. YCTaHABJIMBAETCI SKBUBAJEHTHOCTH K HEKOTOPOH CUCTeMe, MATPHUIILI
KOTOPOI TIOCTOSIHHBI M UMEIOT CIIEIUAJILHYIO0 CTPYKTYPY. Haiiiensr maTpuiibl mpeobpa3oBaHms
JIsmynosa. [lokazano, 4To paccMaTpuBaeMble CUCTEMBI YIIPABICHUS MOI'YT ObITH IIPUBEJICHBI
K IEHTPaJbHON KanoHu4eckoit popme. Ilpusenen kparkuit 0630p.

Kirouesbre cioBa. IIporpamMmuoe MHOroobpasne, BBIPOKIEHHBIE CHCTEMBI, SKBUBAJIEHT-
HOCTH CHCTEM, aBTOMATUYIECKHE CUCTEMbI HEIIPSMOIrO YIIpaBJjeHusi, Ipeobpa3oBanusl JIsimyHo-
Ba, KAHOHUIECKHE (DOPMBI.
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