KAZAKH M ATHEMATICAL JOURNAL ISSN 1682-0525

23:2 (2023) 6-22

Evaluation of solutions of one class of
finite-dimensional nonlinear equations. |l

Bakytbek D. Koshanov!, Mukhtarbay Otelbayev?, Abduhali N. Shynybekov?
L2|nstitute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan
3Al-Farabi Kazakh National University, Almaty, Kazakhstan
Lkoshanov@math.kz, 2otelbaevm®@mail.ru, 2abd.syn@gmail.com

Communicated by: Makhmud A. Sadybekov

Received: 22.01.2025 * Accepted/Published Online: 05.05.2025 x Final Version: 15.04.2025

Abstract. In this article, we obtain two theorems on a priori estimates for solutions of nonlinear equations
in a finite-dimensional space. These theorems are proved under certain conditions, which are borrowed
from the conditions which are satisfied by finite-dimensional approximations of one class of nonlinear
initial-boundary value problems. This article is a continuation of the first part with the same title. In

this paper, we prove the second theorem.
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1 Introduction

In many problems of mathematical physics, the law of energy conservation makes it possible to
prove the existence of a solution that satisfies an energy estimate. However, when the number
of spatial variables n > 3, such estimates generally do not allow the use of perturbation
methods.

Solutions for which perturbation theory is not applicable—more precisely, those that do
not permit linearization or refinement through small parameter expansions—are commonly
referred to as “weak” solutions.

The applicability of perturbation methods plays a central role in the analysis of problems
in mathematical physics. Accordingly, the theory of differential equations places a significant
emphasis on establishing the existence of solutions that admit such techniques.
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Evaluation of solutions of one class of finite-dimensional nonlinear equations. II. .. 7

Solutions that permit the application of perturbation theory are often referred to as
“strong” solutions, though this terminology may depend on the specific analytical framework.

Many problems of mathematical physics can be written in “restricted notation” (in the
form of an integral equation), usually of the following form

fu) =u+ Lu) =g, (1)

where L(u) is the nonlinear part. This equation is often studied in the metric of some Banach
or Hilbert space H.

When moving to an “abbreviated notation” the energy estimate, usually performed for
problems in mathematical physics, will turn into an a priori estimate of the following form

1G] < C[lu+ L(w)|| = Cllgll, (2)

where C is a constant number independent of v € H, and G is a completely continuous
operator in H.

An a priori estimate (2) usually does not allow the use of perturbation theory. Therefore,
it becomes necessary to obtain an estimate of the following form

lull < @ (Lf ()], (3)

where ¢(-) is a continuous function on [0, 00).

The presence of an estimate of the form (3), as a rule, opens the possibility of using
perturbation theory (with an appropriate choice of the space H).

A very important problem is the problem of the existence of a sequence of finite-dimensional
approximations of the problem (1) (more precisely, approximations of the operation u+ L(u)):

fi()s F20)s ooy Su)s oo (4)

considered in the spaces
H{, Hy, ..., H,, ..., dim H, =n, (5)

such that a priori estimates of the form (2) are satisfied and it is possible to obtain an estimate
similar to (3).

It is implied that H, (n = 1,2,...) is a subspace of H and the metric H,, is the metric
induced from the metric of H.

The problem of describing the dynamics of an incompressible fluid, due to its theoretical
and applied importance, attracts the attention of many researchers.

This work is devoted to the problem of the existence and smoothness of solutions to
equations of mathematical physics [1].
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8 Bakytbek D. Koshanov, Mukhtarbay Otelbayev, Abduhali N. Shynybekov

The articles [2—4| provide a fairly complete analysis of the current state of the problem and
a review of the available literature, and propose methods to solve the problem. The articles [5-
13] are devoted to the study of the solvability in general of equations of mathematical physics,
the continuous dependence of the solution of a parabolic equation, and the smoothness of the
solution.

This work arose as a result of numerous attempts by the authors to solve the problem of
the existence of a strong solution to an equation of mathematical physics.

In this work, we obtain two theorems on a priori estimates of solutions to nonlinear
equations in a finite-dimensional Hilbert space. The work consists of four sections. The first
section is devoted to the introduction and origin of the problem. The second section provides
the notation used and the formulation of the main results. The third section provides a proof
of Theorem 1, which in the limit gives weak solvability of many problems of mathematical
physics. In the fourth paragraph, we prove Theorem 2, which in the limit allows us to establish
strong solvability of some problems of mathematical physics that admit perturbation theory.
The conditions of the theorems are such that they can be used in studying a certain class of
initial-boundary value problems to obtain strong a priori estimates in the presence of weak a
priori estimates.

This paper is the second part of the paper [14].

2. The conditions used and the formulation of the results

Let us derive uniform estimates for nonlinear problems in a finite-dimensional space. The
equations under consideration are (usually) analogs of finite-dimensional approximations of
equations of mathematical physics written in “abbreviated notation”.

Throughout this section, H is a finite-dimensional real Hilbert space with scalar product
(-, -) and norm || - ||.

We will be interested in an equation of the following form

u+ L(u) =g € H, (6)

where L(-) is a nonlinear continuous transformation, ¢ is an element of the space H. The
solution u of problem (6) is sought in H.

We are focused on such finite-dimensional equations of the form (6) that are finite-
dimensional approximations of infinite-dimensional problems of the form (6) in an infinite-
dimensional Hilbert space. In this case, it will turn out to be very important to obtain
estimates that are independent of the approximation number and allow one to pass to the
limit and obtain a priori estimates in the limit for solving the infinite-dimensional problem.

It will be very important to obtain estimates that do not depend on the number of
approximations, allowing one to pass to the limit and to obtain in the limit a priori estimates
for solving an infinite-dimensional problem. Infinite-dimensional problems of the form (6), on

KAZAKH MATHEMATICAL JOURNAL, 23:2 (2023) 6—22



Evaluation of solutions of one class of finite-dimensional nonlinear equations. II. .. 9

which we are focused in what follows, are, as a rule, problems of mathematical physics written
in a limited form.
Here and everywhere below, f(u) will mean an operation of the form

f(u) :==u+ L(u). (7)

If £ € [0,400) is a parameter and the vector u(§) is a vector function continuously
differentiable with respect to the parameter &, then we will assume that the vector-function
L(u(£)), is also continuously differentiable, as well as the expressions that arise from L(u) and

f(u).

We introduce the notation L,,:
(L(u(€)))e = Lu(eyue()- (8)
It is obvious that L, (for each u € H) will be a linear operator
Lyv = (L(u(&)))|ug=v- (9)

We have
(F((€)))e = e + Luttg = (E + Ly)u.

In what follows, if ug,vo € H, then the vector L,,vo is understood as follows: we take a
continuously differentiable vector function u(§) such that

ule=0 = uo, ug(§)|e=0 = vo
and for L,,vyp we take the vector
Lyyvo = (L(“(f))g ‘5:0'

Here and everywhere in what follows, E is an identity operator.
Let us denote

D,=E+L., Dj=E+L] (10)

Dif(u) = (E+ L) f(w). (11)

Mua = ( 2‘1(5)f(U(§))>5 u(e) =u = Mutel,—y = Mua. (12)
ug(§) = a

We present the conditions that we are going to use.
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ConNDITION U1: For operators L(-), Ly, L}, Dy, D} the following conditions are sat-
isfied
My = My||g—m + || L(w) = L()|| + [ Ly — Lol 7—m +

+ 1Ly = Lillr—m < ¢ (Jull) ¢ (Jvl]) [lu = vll, (13)

[ Myul| + | Djull + | Dyull < o (Jvll) [l
where || - || = || - |z,  %() is a non-decreasing on [0,00), positive continuous function.

CoONDITION U2: There exist linear invertible operators T and @Q such that
ITI < Cr, QU< Cr T <00, Q7| < o0, (14)
and for any uw € H the inequalities hold
(Tu, L(u)) 2 0, (Tu,u) > || Qul*. (15)

In (14) Cr is some fized constant number.

In what follows, C' or ¢ (uppercase or lowercase, with or without indices) will denote con-
stant numbers (generally speaking, different in different places), independent of the adjacent
factors.

Theorem 1. [14] Let condition Ul and condition U2 be satisfied. Then for any g € H
the problem

flu)y=g (16)

has a solution u € H, satisfying the estimate

IQul* < Crlgll?, (17)

where Q is the operator from condition U2, and Cr is the constant from condition U2.

The proof of Theorem 1 is given in the first part of the article [14].

The notation of the transformations f(u), L(u), the operators L,-, D,-, M, (defined
for each u € H, (see (6)—(11)) and their conjugates L}, D} and M, will be used without
reservations.

We will also introduce the following notations:

J(w) = JJul* exp {~[lf (w)]*}, (18)
N(u) = Dy f(u) = y(u) u. (19)

We often use the notations (18) and (19) without reservations, as well as the notations
that arise in the formulations of conditions Ul and U2, and the notations that arise in the
formulations of conditions U3 and U4 given below.
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CONDITION U3: There exists an invertible operator G, such that
G r—m < Co <00, [|GTH| < o0 (20)
and for any uw € H the inequality
G ul|* < do || f(w)]f?, (21)

where dy > 0 is a constant.
ConNDITION U4: If 0#ug € H, y(u) > |[ul| ™2 and N(u) =0, then strict inequalities

are satisfied

inf (MyPya, Pya) — y(u)||Pyall® <0 < sup (M Pya, Pya) —(u)|| Pual|?
{a} [ Puall? {a} 1 Pual? ’

(22)

where Pya is an orthogonal projector.

The following theorem is true.

Theorem 2. If conditions U1, U3, and U4 are satisfied, then for any uw € H the a priori
estimate holds:

[ull* < C exp {|If (w)[|*} - (23)

Note that the estimate (23) is satisfied if conditions U1, U3 and the following condition
Ub are satisfied.

CoONDITION Ub: There exist constant numbers cg, c1, m and a self-adjoint operator T,
such that if ||ul| > 1, then the inequalities are satisfied

L] = co | Tul™, flull < e fluf™. (24)

REMARK 1. If the conditions of Theorem 1 are satisfied, that is, conditions Ul and U2
are satisfied, then condition U3 is also satisfied.

REMARK 2. Theorem 1 allows us to prove the existence of a “weak” solution to some
problems of mathematical physics. To prove the existence of a “strong” solution, which allows
us to use perturbation theory for some problems of mathematical physics, we need another
finite-dimensional theorem, which will be proved under conditions U1, U3, and U4.

For 0 # ug € H, we set

a(ug) = sup exp {~[|ull® +[|f (w)|[**} = sup R(u), (25)
where o > 1 and the supremum is taken over all vectors © € H such that

J(u) > J(ug). (26)
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Lemma 1. For any ¢ > 0, the set

M = {u: J(u) > ¢} (27)

1§ compact.
Since H is finite-dimensional, it suffices to prove the boundedness of the set M ().
Proof. We prove the lemma by reasoning “by contradiction”. Let the set M(®) be un-
bounded.
For u € M(©) we have

0 < ¢ < J(u) = [lul]? exp { [ f(w)|2} <

_ 2
< P exp {—dg G ullP} < lull® exp { —ex [lu]*}

where ¢; > 0 is a constant.

When deriving (28), we have used condition U3.

When ||u]] — oo, the right side of (28) tends to zero. We have obtained a contradiction.
Consequently, the set M(© is bounded. The lemma is proved.

The following lemma holds.
Lemma 2. Let 0 # ug € H. Then there exists a vector ug € H, realizing the supremum
(25)(26). For ug the following inequalities hold

J (o) > J(uo),  exp {~[wol* + | f(@)|**} > exp {~[luol® + [ f(uo)[**}.  (29)

Proof. The functionals J(ug) and exp {—|ul|* + || f(u)||**} are continuous. Since supre-
mum is taken over a set which is compact according to Lemma 1, we obtain the existence of
up. The fulfillment of the inequalities (29) follows from the definition (see (25) and (26)).

The lemma is proved.

Let u = u(§) be a continuously differentiable vector function.
Then for the functionals

J(u(€)) = l[ull® exp {~[If (w**},  R(u(§)) = exp {~lull® + || f(w)|[**} (30)

we have Ko (ule)) = 2() [< <||u1|]2 _ 7(u)> u— Dy, fu) + ’Y(u)u,u€>} -

270 | { (o7 =20 = N )| (31)

Re(u(€)) = 2R(w) [ N(u) + || () [ D} f (), ue )| =

KAZAKH MATHEMATICAL JOURNAL, 23:2 (2023) 6—22
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28(u) [((—1+ () [F@)PCD) wt a | f () 2N (), ue )] (32)
recall that N(u) is from (19).

If we define the vector function u = u(§) as a solution to the problem

{u5:xu+yN(u), (33)
ul¢—o = Uo,
then from (31) and (32) we derive:
€)= 200 | (s =) Bl = 1N (31)
Re(u(©)) = 2R() |(~1+a(w) |f @) lul* + (35)

+ allf (@ PVIN )Py - (36)

The following lemma is true.
Lemma 3. Let 0 # up € H and up be a vector that realizes the supremum (25)—(26).
Then, if || f(uo)|| = 1, then the following inequalities hold:

(g — (@) - (~1+ e (@) @) <o.

(ol
Proof. Assume the contrary.
Let the lemma inequality not hold. In the problem (33) we choose

1 ~
= (@) v=

then from (34) and (36) we obtain that the quantities J(u(§)) and R(u(§)) do not decrease in
the neighborhood of the point £ = 0, and R(u(§)) strictly increases. Therefore, there exists a
point &y > 0 such that

J(u(&)) = J(uo), R(u(éo)) > R(uo), (37)

and the second inequality is strict.

The fulfillment of (37) contradicts the origin of the vector ug. Therefore, the lemma is
proved.

The following lemma holds.

Lemma 3. Let 0 # uyg € H and Uy be a vector that realizes the supremum (25)—(26).
Then, if N(ug) # 0, then the equality holds:

o)1 = o f o) 1Y (38)
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Proof. Let us consider a system of linear inhomogeneous equations

@) o2z — N o) |2y =
(oo — @) 1o~ IV @)y = i "

(=1+ ary(@o)lf (@) **1) Iaol® & + a || f (@) IV |IN (@) ||* y = do,

with respect to unknowns x and y.

According to a well-known theorem of linear algebra, due to || N(7g)||* # 0, we obtain
that the system has a unique solution if

1 ~ ~ oa— ~ ~ oa— _
A= (e = 2@ -a @I + -1+ ar(@)l @) 2 ) =

«

= Tl I1f (o) |2~ — 1 #£ 0.

Therefore, if (37) is not satisfied, choosing in (38) d; = 1, d2 = 1, we obtain that the
quantities J(u(¢)) and R(u(§)) in the neighborhood of the point £ = 0 strictly increase.
Consequently, there exists £y > 0 such that the inequalities (37) are satisfied:

J(u(€o)) > J(uo), R(uo) > R(uo).

The fulfillment of these inequalities contradicts the origin of the vector wg, realizing
supremum (25)—(26). Therefore, (38) is fulfilled.

The lemma is proved.

The following lemma is true.

Lemma 5. Let 0 # ug € H and uy be a vector that realizes the supremum (25)—(26).
Assume that the following condition is satisfied:

N(tg) =0, 1—~(to) ||uol* # 0. (40)
Then the equality (38) from Lemma 4 is satisfied, i.e.
[ol|* = o | f (@) 1.

Proof. We define the vector function u = u(§) as a solution to the problem

ug =z -fu+ Pya,
u|§:0:170.
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Evaluation of solutions of one class of finite-dimensional nonlinear equations. II... 15

From (31) and (32), using (45), we derive:

Je(u(§)) = 2J(u) K‘ e u))ﬁHuH%—( (u ),@} -

206 (s =) et~ (3 [ @eman) )| = @
(

270 | (2 =70 €l = ¢ (¥, o) |n:o, o) +€00);

Re(u(€)) = 2R(w) [ (1 + ay(w) | F(w)]*@™) € llul?z +
(43)
o F@IPEY - ¢ (N (ulm) |, 0) + € O(1)]

By virtue of (40) for small (but not equal to zero) £, we can eliminate z from (42) and

(43) by setting
1
ul2z = <||u”2—7u> </ N, (u(n)) dn, >

Je(u(€)) =0, (44)

Then we have

Re(u(€)) = 2R(w) [(—1 +ay() 7)) (e —1w) +

all £ € (N, ()], ) + € O) = (15)

28(u) <||u1||2 —v(u))f1 ( 14 %) |
e (0, ) |, _gra) + € 00)]
At the same time
(N (u(n)) |n=0’ a) = (Mg, Pya,a) . "

By virtue of condition U4, the vector a should be chosen such that Py ,a = a and so that
the strict inequality holds

-1 o ) |[2(e—=1)
2R(i0) ( 1z~ (00 (—1+ )] >-<Nn<u<n>>\nzo7a>>0~

[4o]?
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From this and from (44) and (45) it follows that there exists a small £, > 0 (not equal to
zero) such that the equality and strict inequality

J(u(&o)) = J(to),
R(u(f())) > R(ﬂo),
that contradict the origin of the vector ug are satisfied. Therefore, the lemma is proved.

Lemma 6. Let 0 # ug € H and uy be a vector that realizes the supremum (25)—(26).
Then at least one of the equalities either a) or b) holds:

a) |[ao||* = a| £ (@o) ||~V

| (a7)

b) W — (1) = 0.

Proof. If equality b) from (47) holds, then the lemma is proved.

If equality b) does not hold in (47), then equality a) is obtained from Lemma 3 in the
case N (up) # 0 and from Lemma 5 in the case N(up) = 0.

The lemma is proved.

3. Proof of Theorem 2
Let up be a vector whose norm must be estimated by the norm of the vector f(up). Let
b = sup {| Do) + Dy (u)]}, (18)
where supremum is taken over all vectors u € H such that
J(u) > J(ug)e L. (49)
In (48) Do(u) and D;(u) are defined by the equalities:
Do(u) = ((f((n): Dugpyu(n))), |, —u

(50)
Dy (u) = (lu(m? = all f )P y(ulm) [u@m]?), ], .-
In the case where L(u) is a bilinear transformation, we obtain
Do(u) = ((u+ L(u,u), u+ Luu>)17 |un:u _
= ((uy+ Lyuy, u+ Lyu) + (u+ L(u,u), uy + 2Ly uy)) ‘un:u =
= (u+2L(u), u+2L(u)) + (u+ L(u), v+ 4L(u)) = (51)

= (|2 (u) = ul® + (f (w), 4f(u) — 3u).
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If the transformation L(u) is continuously differentiable, then the functionals Dy(u) and
D1 (u) will also be continuously differentiable.

Since by (49) supremum is taken over a compact set, there exists a vector realizing
supremum (48)-(49).

The vector realizing supremum (48)—(49) will be denoted by wuj,. The existence of wy, is
proved in the same way as in Lemma 2.

Let us choose a sequence of positive numbers

80, 015 e Oy oo (52)

such that

Z §; = oo. (53)

1 = 1
§ : 2 _
Jj=0 Jj=0

From the vector ug we construct the vector ug that realizes supremum (25)-(26). Accord-
ing to Lemma 2, the inequalities are satisfied.

J(ug) > J(ug), R(up) > R(uop). (54)

Recall that J(-) and R(-) are from (18).

According to Lemma 6, the vector ugy satisfies at least one of the conditions either a) or
b) from (47) of Lemma 6.

If a) from (47) is satisfied, then we obtain the estimate

J (o) = |laol* exp { £ (@) I**} = all f(@o) >~ exp { = f (@) |**} <

<asup 2 le =a(a— 1)t < 02,
x>0
But J(ug) < J(up) (see Lemma 2).
Therefore
luoll? < @ exp {||f (uo)|1*}- (55)

Therefore, if equality a) from (47) holds, Theorem 2 will be proved.
If b) from (47) holds, i.e. if the equality

o~ ) =0, (56)

then we take {ug,up} as the initial pair and continue the construction.
Let the pairs be built
{uop,wo}, ..., {un,un}, n>0.
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Moreover, u,, implements supremum (25)-(26), in which ug is taken as w,,.

For w,, according to Lemma 6, at least one of the following conditions, either a), or b, is
satisfied:

a) [[un|® = o || f (@) |[2@;
1 ) (57)
b) T2~ V(tn) = 0.

If condition a) from (57) is satisfied, then we interrupt the process of constructing pairs.
If equality b) from (57) is satisfied, then we proceed to constructing the pair {w,t1, Upt1}-
We define the vector function u = u(€) as a solution to the problem

{“f - (58)

Ulg=0 = Unp-
For J(u(§)) and R(u(§)) we have:

setu(€) = 2700 { (s =) we) = 2000 Gl 1) =

=2J(U)</j(v(()) ), dn) = (59)
= 200) [ (), Dugyuta)) an

Re(u(©) = 2R(u) | (=1 + ar(w) [F@]PD) - (<ull?)] =

= 2R(w) (|17 — o[ 7)) + (60)

+ /0§ (Il = ay(w) ) ||f<u>||2(“‘”>nd”] ‘

When deriving (59) and (60), it was taken into account that equality b) from (57) is
satisfied.

Let us choose the number &, from the condition

fn = (61)

IR
svh
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where &g is from (52)—(53) and b is from (48).
We integrate (59) from 0 to & < &,:

J(u(€)) = J(iin) exp {2 /0 5 ( /0 " (f (), Dugryu(n))), df> dn} >

(62)
¢ n
> J(7in) exp{—Q/O (/0 ]Do(u(T))dT) dn}.
If
J (@) > J(ug) e 10, (63)
then by virtue of (62) for small £ > 0 we have
u(€) € {u: J(u(€)) = J(ug)e '} (64)
Therefore, from (62) we obtain
J(u(€)) 2 J (i) exp { ~be?}.
It follows that (64) holds for all £ € [0,&,], where &, is from (61).
From (62) we deduce
H(€) 2 @) exp {Te} 2 7@ exp {332} (65)

Inequality valid for all £ € [0,&,].
Integration (60) performed for £ € [0,&,], taking into account the inclusion (64) leads to
the inequality:

R©) = 20 | (€[l = a 7)) - 522 (66)

If
[Gn]l® < da || f (@) |17, (67)

then we terminate the process.
If (67) is not satisfied, then instead of inequality (66) we have the inequality

R(u(©)) 2 R(in) [exp {% - ia}] , (69)

true for all £ € [0,&,] .
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Now for the left element of the pair {u,41,un+1} we take u(&,), and for the right element
we take the vector implementing supremum (25)—(26), in which instead of uy we take that

Unt1 = u(&n).
From (65), (68) and Lemma 2 we obtain:

K1) = Juni) = J@) exp { =1 82}, (69

30 1

L A (70)
16vVp 4 }
The relations (64)—(70) will be true if we prove that the inequality (63) is satisfied.
From (69) for n > 1 we have

R(tnt1) = R(uny1) > R(un) exp {

n—1

~ ~ 1 ~ 1
J(ty) > J(tp—1) exp {—4 6,21_1} > J(up) exp ~1 26]2 >
j=0

_ 1 &« _ 1
> (i) exp 5 3282 b = (i) exp {—16} > J(ug) e,
=0

When deriving (71) in the last transition, Lemma 1 was used.

From the calculations (64)-(69) and (71) it follows that if inequality (63) is satisfied for
j=0,1,...,n— 1, then it is also true for n. Therefore, since for small n the fulfillment of
(63) is obvious, then (63) is fulfilled for all n until the process terminates.

If the process terminates at n = 0, then Theorem 2 follows from the estimate (55).

If the process terminates at some finite n > 1, then condition a) from (57) is satisfied or
the inequality (67) is satisfied.

If condition a) from (57) or the inequality (67) is satisfied, then we have

J(Tn) = [[tn]|* exp { | f(Un)|*} < 4a su% ze ¥ =4a.
x>
From here and from (71) we obtain
J(ug) <dae< 12a.

From this inequality we obtain

luoll* < 12 ax exp {|f (uo) [}

from which the statement of Theorem 2 follows.
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It remains to consider the case when the process does not terminate for any finite n.
In this case, due to the choice of {0} (see (53)) from (70) we obtain

lim R(tUp41) = 00. (72)
n—0o0
Since by (71) and Lemma 1 the vectors wg, w1, ...,Un, Unt1, ... lie in a compact set,

and the functional R(-) is continuous, we obtain that (72) cannot be satisfied. Therefore,
Theorem 2 is proved.

REMARK 3. By changing the choice of functionals J(-) and R(-), we can obtain other
theorems.
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Komanos B.J1., Orenbaes M., [bmbibexkos A.H. AKBIPJIBI ©J/IIITEM/II ChI3BIKThI
EMEC TEHAEYJIEPIIH BIP KJIACBIHBIH, ITEIIIM/IEPIH BATAJTAY. 11

Ochbl MakaJjaa IIeKTi oJIIeMIl KeHICTIKTerl ChI3BIKTBI eMeC TeHIeyJIepIiH IIeliMaepine
apHAJIFAH allpUOPJIBIK OarajayJap TypaJibl €Ki TeopeMa KeaTipijeni. By reopeMasnap chbi3bi-
KTBI eMeC TeHJELYJIEP/iH MenriMAepiHin Oip KJIACBIHBIH OaCTANKBI-IIIETTIK €CelTep il IIeKTi
OJIIIEM/II KYBIKTAYJIapbl KaHAFaTTAHIBIPATHIH IMAapPTTapIaH aJblHFaH Oeriai Oip maprrapra
Herizestin piieaenred. Makaja ocbl aTayMeH IIBIKKAH OipiHIm OeiMHIH KaJrachl OOJIBII
TabbL1aabl. OChl MaKaIala eKiHII TeopeMa I9JIe/IeHe]I.

Tyitin cesaep: muddepeHnnaIblK OIepaTop, ChI3LIKTHIK, eMeC TeHJEY, IIEeITMHIH 6ap
6OJIY DI, IIEITMHIH, KaJIFbI3AbIFEI, MIENTIMHIH allPHOPJIbIK, OaraIaybl.

Komanos B.JI., Oren6aes M., Ismbibexos A.H. OIIEHKA PEIIEHNII OJHOTO
KJIACCA KOHEYHOMEPHBIX HEJIMHENHBIX YPABHEHUIA. 11

B mamnoii crarbe moJydeHsl JBe TeOpeMbl 00 allpUOPHBIX OIEHKAX PeIleHnil HeJTMHENHBIX
ypaBHEHUI B KOHETHOMEPHOM IIPOCTPAHCTBE. DTU TEOPEMBI JIOKA3aHBI IIPU BBIITOJTHEHIH OIIpe-
JIeJIEHHBIX YCJIOBUI, 3aMMCTBOBAHHBIX M3 YCIOBHil, KOTOPLIM YIOBJIETBOPSIOT KOHETHOMEPHDIE
AIIIIPOKCUMaITUN OJHOI'O KJIaCCa HeJIMHEeHbBIX KpaeBbIX 3a/[a4 C Ha9aJIbHBIM YyCJIOBUEM. CTaTbH
SIBJISIETCSL IIPOJOJIZKEHIEM IIEPBOIl YacTU ¢ TeM »Ke Ha3BaHueM. B JaHHOH cTaThbe JOKA3BIBAETCs
BTOpasl TEOPEMA.

Kuarouessbie ciaoBa: muddepeHnaababIil onepaTop, HeJInHEHHOe YpaBHEHNE, CyIIeCTBO-
BaHUE PEIIeHUs], €INHCTBEHHOCTh PEIIeHNs], allpUOPHAasi OIEHKa, PEIECHUSI.
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